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ABSTRACT
This article proposes a unified analysis of the that-trace and anti-that-trace effects in English. Unification of these two seemingly diametrically opposed effects remains an outstanding problem in the literature. Assuming a split CP and an anti-locality condition banning movement from SpecTP to SpecFinP, a novel analysis is set out consisting of a number of postulates that have theoretical implications for phase theory, the mechanics of successive cyclicity, and the distinction between final and intermediate landing sites.

1 INTRODUCTION

The English that-trace effect is a well-known and long-standing problem. Numerous analyses have been proposed since it was first observed by Perlmutter (1968, 1971) but no consensus seems to have been reached. It is also well-known, though seldom more than mentioned in that-trace analyses, that English short subject relative clauses do not exhibit the that-trace effect and that they exhibit a reverse or anti-that-trace effect. The anti-that-trace effect is thus doubly unexpected from the perspective of the that-trace effect, and vice versa. The co-existence in English of these two seemingly mutually incompatible and diametrically opposed effects is a serious outstanding puzzle (Pesetsky 2015). In this article, we will address this challenge and propose a unified analysis of both the that-trace and anti-that-trace effects.

It is argued that the anti-that-trace effect results straightforwardly from an anti-locality condition. Assuming such a condition to be correct, it is then shown that, when the that-trace effect paradigm is considered, we are led to several interesting theoretical postulates concerning the mechanics of phases, successive cyclicity, and a distinction between final and intermediate landing sites.

With the advent of Minimalism and the abandonment of the Empty Category Principle (ECP), anti-locality accounts of the that-trace effect have been gaining currency in the literature (Erlewine 2014, Ishii 1999, 2004, Pesetsky & Torrego 2001, ...
The present work continues this trend. However, as far as I am aware, no anti-locality account has been offered that unifies both the that-trace and anti-that-trace effects.

The structure of this paper is as follows: in section 2, the that-trace and anti-that-trace effects are introduced and their similarities and differences are evaluated. In section 3, a novel and unified analysis of these effects is proposed and a number of postulates concerning phases and successive cyclicity are formulated. Section 4 explores the implications of the analysis for phase theory in a cartographic context. Section 5 considers some of the benefits of the analysis from the perspective of acquisition. Section 6 concludes.

2 The that-trace and anti-that-trace effects

Let us start by illustrating the that-trace and anti-that-trace effects. First, note that the complementiser that is generally optional in finite declarative clauses.

(1) a. You said John saw Mary.
   b. You said that John saw Mary.

This optionality is preserved under long-distance wh-extraction.

(2) a. Who did you say John saw t?
   b. Who did you say that John saw t?

Crucially, however, this optionality disappears in cases of long-distance wh-extraction of subjects.

(3) a. Who did you say t saw Mary?
   b. *Who did you say that t saw Mary?

The presence of that in (3b) results in ungrammaticality\(^1\). This is the that-trace effect (Perlmutter 1968, 1971).

Turning now to the anti-that-trace effect\(^2\), note that that is also generally optional in relative clause (RC) contexts.

(4) a. The woman [John saw t] was tall.
   b. The woman [that John saw t] was tall.

---

\(^1\) For some speakers, though not for all; see Chomsky & Lasnik (1977) and especially Sobin (1987, 2002) for English; Lohndal (2007, 2009) for that-trace variation in Scandinavian languages; and Maling & Zaenen (1978) for that-trace violations in Dutch and Icelandic. Experimental evidence suggests that extraction with that is degraded for both subjects and objects relative to extraction without that, and that subject extraction with that is degraded for subjects relative to extraction with that for objects (Cowart 1997). Therefore, although absolute judgements vary, the relative judgements are statistically robust.

\(^2\) The term ‘anti-that-trace effect’ has also been used to describe the observation that that becomes almost obligatory for some speakers when there is fronted material (Pesetsky & Torrego 2001: 376). I use the term ‘anti-that-trace effect’ to refer exclusively to the effect found in short subject relative clauses.
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The optionality in (4) also disappears in cases of short subject relativisation. However, in RC contexts, it is the absence of *that* which results in ungrammaticality.

(5)  a. "The man [t saw Mary] was short.
   b. The man [that t saw Mary] was short.

This appears to be the reverse of the *that*-trace effect, hence the name anti-*that*-trace effect.


Of course, I am making the assumption that these two effects should be unified. If one does not believe they should be, the whole problem of finding a unified account vanishes. However, I believe that a number of considerations suggest that a unified analysis is at least not implausible from the outset.

First, as the names of the effects suggest, both effects involve the presence/absence of *that* in finite subordinate clauses (note that short subject RCs may use a wh-relative pronoun instead of *that*). Admittedly, the subordinate clauses are of different types, i.e. RCs and verbal complement clauses. One could argue that *that* in these different clause types is not the same element. Indeed, in many languages, the morphological form of relative markers and clausal complementisers is different. Furthermore, subject relative markers may differ from non-subject relative markers. However, in English, the morphology does not motivate such distinctions. If we take seriously the idea that UG is impoverished (Berwick & Chomsky 2011, Biberauer & Roberts 2015, Boeckx 2014, Chomsky 2005), distinctions made in one language cannot simply be used as arguments for those same distinctions in another. Instead, we must seriously consider the idea that different languages will make different grammatical distinctions based on the Primary Linguistic Data used during acquisition.

---

3 There is a small class of exceptions. Consider (i):

(i)   There’s a man sells bread at the market.

However, McCawley (1998: 460-463) observes that the contexts for such exceptions are ‘existential’ sentences (broadly construed) and that RCs in these contexts behave differently from normal restrictive RCs in a number of respects (e.g. extraction possibilities, co-occurrence with proper names, ability to insert parentheticals). He thus calls the RC-like structures in ‘existential’ contexts pseudo-relative clauses (see also, e.g. Cinque 1995: ch.8, Koopman & Sportiche 2014). See Doherty (1993, 2000) for arguments against the pseudo-relative claim.
Second, both effects involve subject extraction. The optionality in the presence/absence of *that* present in complement clauses and RCs disappears in the context of subject extraction. Furthermore, the condition on optionality only affects the *that* which is local to the original extraction site of the subject. Other instances of *that* remain optional.

(6) a. Who did Bill think (*that*) you said t saw Mary?
   b. *Who did Bill think (*that*) you said that t saw Mary?*

This shows that the *that*-trace effect is not tied to subjects per se, but rather to the initial movement from subject position.

Third, whilst short subject RCs exhibit the anti-*that*-trace effect, long-distance subject RCs exhibit the *that*-trace effect (compare (7a)-(7d) where there is no overt complementiser introducing the clause embedded inside the RC, with (7c)-(7d) where the complementiser introducing the clause embedded inside the RC is overt). Furthermore, long-distance subject RCs do not exhibit an anti-*that*-trace effect (the *that* introducing the RC is optional, as (7a) and (7b) show).

(7) a. The man [*that* Bill said t saw Mary] was short.
   b. The man [Bill said t saw Mary] was short.
   c. *The man [*that* Bill said *that* t saw Mary] was short.*
   d. *The man [Bill said *that* t saw Mary] was short.*

These facts show that the anti-*that*-trace effect is not related to relativisation per se, nor to relativisation of subjects per se. Instead, the anti-*that*-trace effect arises in cases of relativisation of the highest subject in a clause. In contrast, the *that*-trace effect arises in cases of extraction of a subject embedded in a clause. This is an important point: whilst both effects involve *that* and subject extraction, they differ in that the *that*-trace effect involves extraction across a clause boundary whilst the anti-*that*-trace effect does not. This generalisation does not seem to have received much consideration in the literature. It will be crucial to the analysis developed in what follows.

The striking similarities suggest that the two effects should be unified and the observation that the two effects differ in terms of whether a clause boundary is crossed or not suggests a way of approaching the problem. The major questions for a unified analysis of the *that*-trace and anti-*that*-trace effects are thus: (i) why do both effects involve the presence/absence of *that*? (ii) why do these effects only arise local to the original extraction site? (iii) why do these effects differ in terms of whether a clause boundary is crossed or not? These questions will guide our investigation.

3 An analysis

The structure of this section is as follows: Section 3.1 will make some remarks on previous accounts of the *that*-trace effect and obstacles to a unified account of *that*-trace and anti-*that*-trace effects. Section 3.2 will lay out my assumptions about
Unifying the *that*-trace and anti-*that*-trace effects

clause structure. Section 3.3 presents a hypothesis based on an intuitive analysis of the anti-*that*-trace effect, and Section 3.4 is an exploration of the consequences of this hypothesis when applied to the *that*-trace paradigm. Section 3.5 is a summary of the major findings.

3.1 Some remarks on previous accounts

There are too many previous analyses of the *that*-trace effect in the literature to be able to give a comprehensive review here (see Pesetsky 2015 for an overview). Instead, I will suggest some reasons why previous approaches do not lend themselves to a unified analysis of the *that*-trace and anti-*that*-trace effects (admittedly this is not their primary goal).

The vast majority of *that*-trace analyses assume a single C head, i.e. the C domain is not split. This applies not just to proposals pre-dating Rizzi’s (1997) seminal paper, but also to many proposals since (Brillman & Hirsch 2015, Erlewine 2014, Ishii 1999, 2004, Pesetsky & Torrego 2001, 2007, Roussou 2002, 2010), although there are some notable (albeit unsurprising) exceptions (Rizzi & Shlonsky 2007, Rizzi 2014, Lohndal 2009). Economy plays a significant role in minimalist accounts of the *that*-trace effect. Although the details and implementation vary, there is something of a consensus that the presence of *that* renders movement of a *wh*-subject un economical in some way. Pesetsky & Torrego (2001), for instance, propose that C has unvalued Wh and T features, uWh and uT respectively, each associated with an EPP property. The EPP property of C’s uWh feature is satisfied by moving a *wh*-element to SpecCP. The EPP property of C’s uT feature, however, is satisfied in one of two ways: either T moves to C, resulting in C being spelled out as *that*, or the nominative subject moves from SpecTP to SpecCP, nominative case being a uT feature on a nominal. Now, if the EPP properties of both the uWh and uT features on C can be satisfied by one operation rather than two, Economy will dictate that only the one operation option is permitted. A *wh*-subject, by virtue of having both Wh and T features, can satisfy both EPP properties of C’s uWh and uT features. This is more economical than moving T to C (resulting in *that*) to satisfy uT’s EPP property and moving the *wh*-subject to satisfy uWh’s EPP property. Consequently, movement of the *wh*-subject to SpecCP is incompatible with *that* by Economy.

If there is only one C head, it is very difficult to imagine how an Economy-based approach can account for both the *that*-trace and anti-*that*-trace effects in a unified way. Whilst it is conceivable that C may have multiple exponents depending on its featural specification, and that these may impact on a *wh*-subject’s extraction possibilities, it is no longer clear that we are dealing with the ‘same’ derivations. If this is the case, Economy has no role to play. The same problem arises on a strongly lexicalist approach, since in these cases we would presumably be dealing with different numerations. For this reason, it seems more promising to me to pursue the intuition underlying Economy-based proposals, but to adopt a split CP, which is independently motivated, so as to capture both the *that*-trace and anti-*that*-trace effects in a unified way.

Another hurdle to a unified analysis relates to the major concern of many of the
previous approaches. Approaches based on the Nominative Island Condition (e.g., Pesetsky 1982, Taraldsen 1978) and the Empty Category Principle (e.g., Doherty 1993, 2000, Rizzi 1982) both focussed on the licensing conditions of the empty subject element in SpecTP. As pointed out above, however, there is a significant difference between the that-trace and anti-that-trace effects in terms of whether a clause boundary is crossed or not. By focussing on the licensing of the empty subject in SpecTP, attention is diverted away from what happens to the wh-extracted subject after moving from this position. A similar objection could be mounted against a Subject Criterion approach (Rizzi & Shlonsky 2007, Rizzi 2014). According to such approaches, the that-trace effect arises because of a special property of SpecTP, namely the hypothesis that it is a criterial position. As will be seen, we will argue that the that-trace and anti-that-trace effects have more to do with a distinction between final and intermediate landing sites in the C domain than with any special property of SpecTP.

Overall the tendency seems to have been to ignore or set aside the anti-that-trace effect as an outstanding problem or curiosity (Chomsky & Lasnik’s (1977) well-known that-trace filter simply includes an exception clause for it). Where the anti-that-trace effect has been considered in more detail, the tendency has been to give that in RCs (or possibly only that in short subject RCs) a different analysis from the one given to that elsewhere (e.g., Doherty 1993, 2000, Rizzi & Shlonsky 2007, Roussou 2002, 2010). Whilst this is certainly a possibility (and highly plausible for languages that make a lexical distinction in such cases), if we take the syncretism in English complementisers seriously (see, e.g., Baunaz & Lander submitted, Baunaz 2014) from an acquisition perspective, it is not so clear that having different analyses is a priori plausible for English. Furthermore, it would leave unexplained the striking similarities between the two effects pointed out above.

3.2 Assumptions concerning clause structure

Before turning to the analysis proper, it is necessary to clarify and justify my assumptions concerning clause structure.

For RCs, I adopt the Matching Analysis following Salzmann (2006). According to this analysis, the RC head, i.e. the nominal modified by the RC, is external to the RC itself. The RC head is matched by a copy inside the RC itself. The RC-internal copy moves to the edge of the RC, thereby creating a predicate (Heim & Kratzer 1998). The RC predicate is then predicated of the RC head (only the RC-external copy of the RC head is pronounced).

(8) the man that John saw
\[
\text{CP} \quad \text{NP} \quad \text{man}_k \quad \text{CP} \quad \text{man}_i \quad \text{TP} \quad \text{John saw} \quad t_i \quad t_j \quad t_k \quad t_l
\]

As will be seen, our analysis of the that-trace and anti-that-trace effects takes place entirely inside CP. Consequently, I will remain agnostic concerning exactly how the predication relation of the Matching Analysis is to be captured syntactically. Furthermore, for simplicity, only the CP structure of RCs will be illustrated in what follows.
More generally, I assume that the CP is split into at least two distinct functional projections: ForceP and FinP, headed by Force and Fin respectively, where Force is higher than Fin (Rizzi 1997). Whilst Rizzi (1997) assumes that Force and Fin are split only if the Topic/Focus field is activated, I assume that they are always split. Also following Rizzi (1997), I take that to be in Force and the null complementiser, Ø, to be in Fin. In other words, that and Ø are independent heads in the C domain; they are not phonological variants of the same functional head. This applies to both complement clauses and RCs. Treating that as a complementiser head in RCs is a widespread idea (Bhatt 2002, Bianchi 1999, 2000a,b, De Vries 2002, Kayne 1994), although some have recently argued that that is a relative pronoun (Arsenijević 2009, Kayne 2014, Manzini 2014).

A number of authors have proposed that that-less finite declarative clauses and Ø-RCs are actually TPs (=IPs), not CPs (Bošković 1994, 1996, 1997, Doherty 1993, 2000, Grimshaw 1997, Weisler 1980). I adopt the conclusion that such clauses are not full CPs, i.e. ForcePs, but I propose that what the authors above identified as TPs are actually FinPs.

Starting with RCs, it has been observed that that-RCs and Ø-RCs exhibit no discernible interpretive difference (Doherty 1993, 2000). Syntactically, I take this to mean that both involve A-movement (creating an A-chain) in the RC (Chomsky 1977). This is interpreted as lambda abstraction and turns a proposition into a predicate (Heim & Kratzer 1998). In that-RCs, the target of A-movement is SpecForceP, whilst in Ø-RCs, the target of A-movement is SpecFinP. The ForceP or FinP is then predicated of an external copy of the RC head in line with the Matching Analysis of RCs (Salzmann 2006). In what follows, I will only illustrate the structure of the RC itself (the bracketed constituent). RC-internal copies of the RC are not pronounced; the pronounced copy of the RC head is external to the RC itself. Traces will be used throughout.

(9) a. the man [that John saw]
   [\[\text{Force}\text{man}, [\text{Force'}\text{Force}=\text{that } [\text{Fin'}\text{Fin}=\text{Ø } [\text{TP}\text{John } [\_\_\_\_\_\_\_T \text{saw } t.]])]]]

b. the man [John saw]
   [\[\text{Fin}\text{man}, [\text{Fin'}\text{Fin}=\text{Ø } [\text{TP}\text{John } [\_\_\_\_\_\_\_T \text{saw } t.]])]]

If Ø-RCs were TPs, there would be no available target for A-movement and hence no clausal predicate could be formed.

Turning now to verbal complement clauses, observe that those introduced by that allow adverbial fronting, as in (10). Fronted adverbials cannot appear to the

---

Boeckx (2008) and Lohndal (2007, 2009) take that to be in Fin when that-trace effects obtain but propose that that is in Force when that-trace effects are obviated (see especially Boeckx (2008: Section 5.5.2, 185-190)). Rizzi & Shlonsky (2007) propose that that is either syncretic (expressing both Force and Fin) or is merged in Fin and moves to Force. They suggest that in dialects which lack the that-trace effect, Force and Fin are separate with that realising Force. They also propose that this option “is invariably available for subject relatives, presumably because of the functional need to have a device to express relatives on all major argument positions, subjects in the first place” (Rizzi & Shlonsky 2007: 149). This raises non-trivial problems for the relation between function and form. Furthermore, there are questions concerning how the differences in the position of that are acquired (see Boeckx 2008: 189).
left of that with an embedded construal, as in (11). (10) and (11) are from Doherty (2000: 15):

(10)  a. She prayed that next Wednesday the check would arrive.
    b. We concluded that in the future he should be closely watched.
    c. We maintain that in Dublin good coffee is hard to find.
    d. John claims that during the party Ted squirted water at Eric.

(11)  a. *She prayed next Wednesday that the check would arrive.
    b. *We concluded in the future that he should be closely watched.
    c. *We maintain in Dublin that good coffee is hard to find.
    d. *John claims during the party that Ted squirted water at Eric.

These data suggest that fronted adverbials are positioned lower than Force, consistent with Rizzi’s (1997) fine-grained left-periphery. Doherty (2000: 16) claims that fronted adverbials in that-less finite declarative clauses are “robustly ungrammatical” (see also Pesetsky & Torrego 2001, Rizzi 1997, 2014). However, whilst these examples are degraded, I do not think they are completely ungrammatical and I am not alone in this (see Sobin, 1987). Consider the following, adapted from (10) and (11).

(12)  a. She prayed next Wednesday the check would arrive.
    b. We concluded in the future he should be closely watched.
    c. We maintain in Dublin good coffee is hard to find.
    d. John claims during the party Ted squirted water at Eric.

With the appropriate intonation, the fronted adverbials in (12) can be interpreted with the embedded clause, contrary to Doherty’s claim. Nonetheless, there does seem to be a contrast.

Returning to RCs, that-RCs also allow fronted material such as fronted adverbials, topicalisation and negative preposing. The following examples and judgements are from Bianchi (1999: 177).

(13)  a. This is the kind of car that [for my son] I wouldn’t even have considered buying.
    b. ?I saw a dress that [under no circumstances] would I have considered buying for my daughter.

The data in (13) resemble those in (10). Furthermore, the subject-auxiliary inversion in (13b) provides evidence for the assumption that there is a functional head, which I equate with Fin, in the C domain lower than Force. It also shows that the fronted material in (13) targets a position lower than Force but higher than Fin.

In contrast, Ø-RCs are incompatible with fronted adverbials, topicalisation and negative preposing (Bianchi 1999: 177).

(14)  a. *This is the kind of car [for my son] I wouldn’t even have considered buying.
    b. *I saw a dress [under no circumstances] would I have considered buy-
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The contrast between *that*-RCs and Ø-RCs follows if *that*-RCs contain more structure than Ø-RCs such that Ø-RCs lack the structure present in *that*-RCs that is required to host fronted material. Specifically, Ø-RCs lack any projections above FinP (this includes the Topic/Focus field of Rizzi 1997) and so they cannot host fronted adverbials, topics or preposed negative phrases in their left periphery. However, *that*-RCs are ForcePs and so can include the Topic/Focus field.

Now recall that a similar contrast is observed in complement clauses, except that *that*-less complement clauses do seem to allow fronted material in some cases.\(^5\)

(15) a. ?*I met the man at a party last night you were about to marry.
   b.   I met the man at a party last night that/who you were about to marry.

(16) a. *I met the man you wanted to marry Sue likes.
   b.   I met the man you wanted to marry that/who Sue likes.

FinP clausal complements, however, have no such predication requirement and so Topic/Focus projections may be present above FinP. In other words, Ø-RCs are FinPs whilst *that*-less complement clauses may be FinPs or something slightly larger, e.g. TopicPs. Nevertheless, both are smaller than ForcePs.

To summarise, I have argued that clauses introduced by that and *that*-RCs are ForcePs, whilst *that*-less clauses and Ø-RCs lack a ForceP projection. Henceforth, *that*-clauses and *that*-RCs will be modelled as ForcePs, and Ø-clauses and Ø-RCs will be modelled as FinPs (note that the argumentation thus far says that that lexicalises Force and Ø lexicalises Fin, but it says nothing about why, i.e. it does not explain why *that* should lexicalise Force rather than Fin. I will return to this point in section 5).

3.3 *The anti-*that*-trace effect*

With our assumptions concerning clause structure in place, we turn now to the analysis of the *that*-trace and anti-*that*-trace effects. In a break from tradition, let us first consider the anti-*that*-trace effect. Short subject *that*-RCs have the following structure (for convenience, I show the subject originating in SpecTP):

(17) The man [that saw me] was tall.
    \[\text{[\text{forceP} \text{[\text{tp} man]}, \text{[\text{force} Force=that \text{[\text{finP Fin=Ø \text{[\text{tp} t, \text{[\text{t} T saw me}]}}}}]]}}\]

In (17), the subject man moves from SpecTP (the canonical subject position) to SpecForceP. This establishes the A-dependency (the operator-variable relation) required in RCs (Chomsky 1977).

\(^5\) I suggest that the difference between (12) and (14) arises from a requirement that the FinP in Ø-RCs must be directly predicated of the RC head (recall that we are assuming a Matching Analysis of RCs). Projections within the C domain that are higher than FinP, e.g. Topic and Focus projections, would block this direct predication relation. Such a requirement may also account for the inability of Ø-RCs to extrapose, as in (15), or stack, as in (16) (note that *that*-RCs and wh-RCs can be extraposed and can stack, as in the (b) examples. I will return to this in the next subsection).
Now consider the structure of the ungrammatical short subject \( \emptyset \)-RC:

(18) a. "The man [\( \emptyset \) saw me] was tall.
    b. "[\( \text{FinP} \) \( \text{TP} \) man] [\( \text{Fin=} \emptyset \) \( \text{TP} \) t] [\( \text{T saw me} \)]]

(18) exhibits the anti-that-trace effect. The subject man moves from SpecTP to SpecFinP to establish the A-dependency, but the result is ungrammatical. Why should this be? For now, we will simply postulate that movement from SpecTP to SpecFinP is banned, a type of anti-local movement (see also Erlewine 2014, 2015).

(19) Movement from SpecTP to SpecFinP is prohibited.

In section 4.3, I will attempt to derive the ban on movement from SpecTP to SpecFinP via labelling and economy.

(19) specifically rules out movement to SpecFinP from SpecTP; it does not rule out movement from another position such as SpecvP (hence the reason for calling (19) a type of anti-local movement). The ban in (19) thus captures the fact that the anti-that-trace effect applies to highest subjects only. Other RCs do not involve such anti-local movement. The structures for a direct object that-RC and \( \emptyset \)-RC are shown below (I assume that internal arguments transit through SpecvP, i.e. the left edge of the v phase domain, on their way to the C domain, as shown).

(20) The man [that John saw] was tall.
    [\( \text{ForceP} \) \( \text{TP} \) man] [\( \text{Force=} \emptyset \) \( \text{TP} \) John [\( \text{T} \) \( \text{vP} \) t] saw t]]

(21) The man [\( \emptyset \) John saw] was tall.
    [\( \text{FinP} \) \( \text{TP} \) man] [\( \text{Fin=} \emptyset \) \( \text{TP} \) John [\( \text{T} \) \( \text{vP} \) t] saw t]]

Note that SpecForceP or SpecFinP is a final landing site in these cases. The wh-extracted RC head does not move out of the RC, i.e. no clause boundary is crossed.

Before moving on to the that-trace effect, a word on wh-RCs, i.e. RCs introduced by a wh-relative pronoun, is in order. Wh-RCs and that-RCs pattern alike (and unlike \( \emptyset \)-RCs) in a number of respects: (i) they permit fronted material in the RC (such material follows the wh-relative pronoun); (ii) they can extrapose (recall (15b)); and (iii) they can stack (recall (16b)). This suggests that that-RCs and wh-RCs are both larger than FinP. This correctly predicts that short subject wh-RCs are possible.

(22) a. the man who saw me
    b. the house which collapsed

However, as is well-known, wh-relative pronouns and that cannot co-occur.

(23) a. *the man who that saw me
    b. *the man who that John saw

(24) a. *the house which that collapsed
    b. *the house which that John destroyed

These examples exhibit the so-called Doubly Filled COMP effect (Chomsky & Lasnik 1977). More generally, it seems to be impossible for both the specifier and head
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of a projection to be overtly pronounced (for proposals on how to derive this, see, e.g., Koopman 2000, Neeleman & Van de Koot 2006, Starke 2004). This suggests that wh-RCs are ForcePs, and that the Force head is null as a result of the Doubly Filled COMP effect. Therefore, it is not the absence of *that* which indicates the absence of a Force projection, but rather the absence of any material that would typically occupy some position within the Force projection.

3.4 The *that*-trace effect

If we assume that movement from SpecTP to SpecFinP is prohibited (as stated in (19)), what does this tell us about (cross-clausal) extraction of a subject?

First, let us consider successful extraction of an embedded subject, which requires *that* to be absent. As argued above, the embedded clause thus lacks a ForceP. There are two possible derivations to consider.

(25)  Who did you say Ø saw me?
   a.   Who did you [\_p t, say [\_Fin=Ø [\_Tp t, [T T saw me]]]]?
   b.   *Who did you [\_p t, say [\_Fin=Ø [\_Tp t, [T T saw me]]]]?

In (25a), the subject moves directly from the embedded SpecTP to the matrix SpecvP, SpecvP being the phase edge (Chomsky 2000, 2001, 2004, 2008), without transiting through the edge of the embedded clause. In (25b), movement proceeds via the edge of the embedded clause, i.e. via SpecFinP. Given our hypothesis that movement from SpecTP to SpecFinP is prohibited, as stated in (19), we can rule out (25b). By process of elimination, (25a) is thus the correct derivation for successful extraction of embedded subjects.

We can also assume that, in the absence of *that*, i.e. a ForceP, non-subjects can move straight from the embedded SpecvP to the matrix SpecvP without transiting through SpecFinP, i.e. the edge of the embedded clause.

(26)  Who did you say Ø John saw?
   Who did you [\_p t, say [\_Fin=Ø [\_Tp John [T T saw t]]]]?

Variants of the proposal that there is no movement via the edge of the embedded clause in the absence of *that* can also be found in work by Ishii (1999, 2004) and Erlewine (2014), though these authors do not assume a split CP.

We now turn to unsuccessful extraction of an embedded subject. In such cases, *that* is present, i.e. there is a Force projection. There are three possible derivations to consider, all of which result in ungrammaticality.

The first is that a subject cannot move directly to matrix SpecvP across both FinP and ForceP. This is stated in (27) and exemplified in (28).

(27)  Movement to matrix SpecvP across both FinP and ForceP in one step is prohibited.
(28)  *Who did you say that saw me?
   *Who did you [\_p t, say [\_Force=that [\_Fin=Ø [\_Tp t, [T T saw me]]]]]?
The distance between embedded SpecTP and the matrix SpecvP is simply too great if there is a ForceP as well as a FinP in between. (27) presumably also applies to non-subjects.

The second option that is ruled out is the availability of SpecForceP as an intermediate landing site. This is stated in (29) and exemplified in (30).

(29) SpecForceP is not an available intermediate landing site.
(30) *Who did you say that saw me?
    *Who, did you [vP t, say [ForceP t, Force=that [FinP t, Fin=Ø [TP t, T saw me]]]]?

If SpecForceP were an available intermediate landing site, it should be possible for an extracted subject to move across FinP to SpecForceP, and then from SpecForceP to matrix SpecvP. Recall that there is nothing preventing a subject moving from SpecTP to SpecForceP (this was our derivation for short subject that-RCs). (29) also presumably applies to non-subjects.

The postulate in (27) implies that movement via the edge of the embedded clause is required when that is present, and the postulate in (29) states that movement does not take place through SpecForceP. The third and final option left to us is that movement proceeds through SpecFinP. However, this means that the subject will be forced to move from SpecTP to SpecFinP. This violates the anti-locality condition in (19), hence this derivation is ruled out.

(31) *Who did you say that saw me?
    *Who, did you [vP t, say [ForceP t, Force=that [FinP t, Fin=Ø [TP t, T saw me]]]]?

Since non-subjects move to SpecFinP from a position lower than SpecTP, non-subjects can be extracted from that-clauses via SpecFinP without violating anti-locality.

(32) Who did you say that John saw?
    Who, did you [vP t, say [ForceP t, Force=that [FinP t, Fin=Ø [TP John [T t, T saw t]]]]?]

The generalisation that emerges is stated in (33).

(33) Wh-extracted elements only transit through the C domain (more specifically through SpecFinP) when ForceP is present. If ForceP is absent, wh-extracted elements move across the C domain without transiting through it.

We can now see that the that-trace effect arises when transition through or across a CP-domain is at stake. In contrast, the anti-that-trace effect arises when the CP-domain hosts the final landing site of Â-movement. Furthermore, both effects arise primarily from the ban on movement from SpecTP to SpecFinP. This captures the fact that only extracted subjects yield that-trace and anti-that-trace effects.
3.5 Summary

Starting with our anti-locality condition, repeated as (34), we derived (35a)-(35b) and (36), as well as the generalisation in (37).

(34) Movement from SpecTP to SpecFinP is prohibited.
(35) a. Movement to matrix SpecvP across both FinP and ForceP in one step is prohibited.
   b. Movement across FinP only is permitted.
(36) SpecForceP is not an intermediate landing site.
(37) Wh-extracted elements only transit through the C domain (more specifically through SpecFinP) when ForceP is present.

These postulates allow us to derive both the that-trace and anti-that-trace effects in a unified way. This works technically but a deeper, more principled explanation is desirable. We will attempt to derive these postulates in the next section.

4 Some theoretical implications

In this section we will consider the results of section 3 from the perspective of phase theory. Phase theory is typically associated with skeletal phrase structures of the form C-T-v-V (Chomsky 2000, 2001, 2004, 2008, 2013, Citko 2014, Gallego 2010, 2012, Richards 2007). The cartographic enterprise, on the other hand, deals in much more fine-grained phrase structures. The problem of how phase theory and cartography fit together is a real one (Shlonsky 2010). In standard phase theory, T and V are non-phase heads, C and v are phase heads, and SpecCP and SpecvP are phase edges. However, it is unclear what these correspond to in cartographic terms. This problem arises even if we only assume a single split in the C domain between Force and Fin. What counts as the phase head? What counts as the phase edge? Is the escape hatch part of the phase edge? The analysis developed in section 3 has a number of implications for questions such as these, and thus suggests a way in which phase theory and cartography may ‘fit together’.

4.1 The phase head

Our analysis suggests that Force is a phase head whilst Fin is not. In other words, Ø-clauses are not phasal (see also Ishii, 2004).

If Fin is not a phase head, movement across FinP is permitted, as stated in (35b). If Force is a phase head, movement across both FinP and ForceP counts as movement across a phase boundary, which is ruled out, as stated in (35a). Movement across a phase boundary is typically ruled out by the Phase Impenetrability Condition (PIC) (Chomsky 2000: 108):

(38) Phase Impenetrability Condition
In a phase \( \varphi \) with head H, the domain of H is not accessible to operations outside \( \varphi \); only H and its edge are accessible to such operations.
According to the PIC, an element within the domain of a phase head H is only accessible to operations outside the phase if that element is in the phase edge. Movement of an element across a phase boundary thus requires that element to transit through the phase edge. In contrast, if there is no phase head present, there will be no movement through the phase edge. This is effectively what is stated in (37). However, our analysis from section 3, particularly the results in (36) and (37), suggests that the typical characterisation of the phase edge and phase escape hatch needs to be modified.

4.2 The phase edge and phase escape hatch

Our analysis suggests that the phase edge and the (phase) escape hatch need to be distinguished, more so than is typically assumed. For a phase head H, the phase edge includes H and all material in HP higher than H. The phase escape hatch is the position through which elements within the complement of H move to escape the phase. In standard phase theory, the escape hatch is part of the phase edge. However, we proposed in section 3 that the escape hatch is SpecFinP, the specifier of the complement of the phase head Force, hence not part of the phase edge at all. Nonetheless, recall that movement through SpecFinP is only forced when the phase head Force is present. The relation between the phase head and the phase escape hatch is thus preserved, albeit in a different configuration.

Why might this configuration obtain? We could derive this by combining Chomsky’s (2000) idea that the complement of a phase head is spelled out upon completion of that phase with Fox & Pesetsky’s (2005) idea of cyclic linearisation. Cyclic linearisation is also invoked in the that-trace analyses of Erlewine (2014) and Abe (2015). The present analysis is closer in spirit and implementation to the former. However, I will show below that the present analysis offers improvements in several respects over Erlewine’s analysis.

Suppose the phase head Force is present. Since it is a phase, it will trigger spell-out of Force’s complement, FinP, upon completion of ForceP. There is some debate about exactly what it means for structure to undergo spellout. If we adopt Fox & Pesetsky’s (2005) cyclic linearisation idea, we could say that spellout of structure means that that structure is linearised. In the case at hand, this would mean that the elements within FinP are linearly ordered with respect to each other. Crucially, on their account, these elements are still accessible in principle to further syntactic operations (cf. Chomsky 2000), i.e. elements within FinP can still move out of FinP, but with one important proviso: such operations cannot change the linear ordering relations established between the elements within FinP.

Fox & Pesetsky use this idea to derive escape hatch effects. Following their reasoning, in simplified terms, an element X moving from within FinP must be linearised so as to precede, >, all other elements in FinP, call them A and B. In other words, X must move to the edge of FinP before FinP is linearised, as in (39b). In this way, when X moves out of FinP and later gets linearised with respect to FinP, as in (39c), there will be no ordering contradictions because X precedes FinP and X precedes all elements in FinP (traces do not count for linearisation according to
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Fox & Pesetsky).  

(39)  
\begin{align*}
  a. & \ \left[ \text{FinP}_A \ X \ B \right] \\
  b. & \ \left[ \text{FinP}_X A_t \ B \right] \ \ X > A > B \\
  c. & \ X \ldots\left[ \text{FinP}_t X A_t \ B \right] \ X > \text{FinP}; X > A > B
\end{align*}

If X did not move to the edge of FinP before linearisation of FinP, X would be ordered as following at least one element, A, within FinP, as in (40b). X then moves out of FinP and later gets linearised with respect to FinP, as in (40c). But now there is an ordering contradiction because X precedes FinP but X follows A, which is inside FinP.  

(40)  
\begin{align*}
  a. & \ \left[ \text{FinP}_A \ X \ B \right] \\
  b. & \ \left[ \text{FinP}_A \ X \ B \right] \ A > X > B \\
  c. & \ X \ldots\left[ \text{FinP}_A X B \right] \ X > \text{FinP}; \text{but } A > X > B
\end{align*}

This would account for why *wh*-phrases move to SpecFinP, i.e. the left edge of FinP, in the presence of the phase head Force. Force causes its complement FinP to be linearised. If a *wh*-phrase does not move to SpecFinP, it cannot move out of FinP without resulting in an ordering contradiction. The way this account is phrased gives the impression that movement to SpecFinP takes place to avoid some future difficulty. This is a look-ahead problem. However, it would be a mistake to think of avoidance of ordering contradiction causing a *wh*-phrase to move to SpecFinP in the syntax (see Fox & Pesetsky, 2005: 39, on this point).  

For this account to work, all elements within FinP (except traces) must be linearised during linearisation, even if some of those elements ultimately end up having no overt morpho-phonological exponence. In other words, a *wh*-phrase must still be linearised so as to precede Fin even though Fin is Ø in English. This ensures that *wh*-subjects move from SpecTP to SpecFinP in the presence of Force, thereby resulting in the anti-locality violation underlying the *that*-trace effect. The structure would be as in (41) (showing only the embedded ForceP):  

(41) \[ \left[ \text{ForceP} \ \left[ \text{FinP}_w \text{SUBJ} \text{Fin} \left[ \text{TP}_t \text{w-SUBJ} \ T \right] \right] \right] \] (anti-local)

That Fin should participate in linearisation even though it is Ø in English can be understood in terms of Distributed Morphology (DM) (Halle & Marantz 1993, 1994). According to DM, vocabulary insertion takes place after the syntactic computation has been completed. In other words, the elements manipulated by the syntax have no phonological content, and hence syntax is insensitive to morpho-phonological exponence.  

When Force is not present, FinP is not a spellout domain and is thus not linearised until later in the derivation (when it will be part of a larger spellout domain). Consequently, in the absence of Force, there is nothing forcing elements to move to SpecFinP and so *wh*-subjects are not in danger of violating anti-locality.  

Erlewine (2014) was the first to combine Spec-to-Spec Anti-locality with cyclic linearisation to account for the *that*-trace effect. However, his implementation differs from mine in several crucial respects. First, Erlewine does not assume a split
CP. In other words, that and Ø are phonological variants of the same C head (see above for my arguments against this position). Erlewine proposes that the phonological overtness of the C head is crucial in determining whether a wh-subject needs to move to SpecCP (the edge of CP) in order to be linearised as preceding all other elements within CP. In other words, movement is sensitive to morpho-phonological exponence (see my critique above). If C is null, i.e. Ø, the wh-subject can remain in SpecTP when CP is linearised since the wh-subject will already be phonologically leftmost in the CP. If C is overt, i.e. that, the wh-subject must move so as to be phonologically leftmost. However, movement from SpecTP to SpecCP is anti-local according to Spec-to-Spec Anti-locality. This accounts for the that-trace effect.

I pointed out some conceptual problems with making syntactic movement sensitive to the morpho-phonological exponence of elements, but there are empirical problems too. First, as mentioned earlier, there are varieties/idioms of English that do not exhibit the that-trace effect (Chomsky & Lasnik 1977, Sobin 1987, 2002). By tying the that-trace effect to phonological exponence and linearisation, such systems are predicted not to exist, unless Spec-to-Spec Anti-locality could be suspended in these systems. Second, it is not at all clear how the that-trace effect could be reconciled with the anti-that-trace effect of short subject RCs. If movement from SpecTP to SpecCP is required to establish the A-dependency necessary for RCs, this should be ruled out by Spec-to-Spec Anti-locality. We would thus predict short subject RCs to be impossible, contrary to fact. Alternatively, if short subject RCs could be derived without movement from SpecTP to SpecCP, we would expect them to exhibit the that-trace effect, also contrary to fact. This highlights the empirical benefits of adopting a split CP. I thus conclude that the present analysis, although very much in the spirit of Erlewine’s analysis, offers considerable empirical and conceptual improvements over it.

However, the analysis proposed here does raise conceptual issues of its own. For example, Chomsky’s (2000) reason for saying the phase head’s complement undergoes spellout was to ensure the presence of a phase edge (=escape hatch) through which elements from within the phase complement could escape spellout. If the escape hatch is in fact lower than the phase head itself, as I have proposed, the conceptual question re-emerges of why the phase head’s complement is the spellout (i.e. linearisation) domain. One possibility is that this ensures symmetry breaking, as in the recent proposal by Boeckx (2014). By targeting a subpart of the phase domain (i.e. the phase head’s complement, and perhaps the phase head itself as well (see Ott, 2011), spellout serves to break the symmetry of the phase domain resulting from Merge, thereby allowing the interfaces to interpret it. If this is correct, this may provide a (biolinguistically motivated) rationale for the nature of spellout that is independent of considerations of successive cyclicity.

We may also ask the question of why SpecForceP does not constitute an escape hatch. I propose that heads like Force, Topic and Focus trigger criterial freezing effects (den Dikken 2009, Rizzi & Shlonsky 2007, Rizzi 1997, 2006). More generally, it could be the case that the phase edge is dedicated to criterial-type interpretive properties, e.g. clause-type, topichood and focus. Escape hatches, however, are not part of the phase edge and so do not freeze the elements in them. By trig-
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generating the appearance of an escape hatch outside of the phase edge, the system permits successive cyclic movement whilst keeping criterial and non-criterial positions maximally distinct. This suggests that heads like Top(ic) and Foc(us) ([Rizzi 1997]) are also phase heads, and that Fin may be a phase head in Ø-RCs (recall that SpecFinP in such cases is a final landing site). In other cases, however, Fin is not a phase head (see also [Totsuka 1978], who proposes that Force, Topic and a dedicated Rel(ative) head are phase heads whilst Fin is not).

The general schema for phases that emerges can be summarised as follows (H is the phase head):

\[(42) \ [\text{HP} \ \text{SpecHP} \ H \ [\text{XP} \ \text{SpecXP} \ X \ [\ldots}}

\text{a. } [\text{HP} \ \text{SpecHP} \ H \ [\text{XP} \ \text{SpecXP} \ X \ [\ldots} \quad \text{(phase edge)}

\text{b. } [\text{HP} \ \text{SpecHP} \ H \ [\text{XP} \ \text{SpecXP} \ X \ [\ldots} \quad \text{(escape hatch)}

\text{c. } [\text{HP} \ \text{SpecHP} \ H \ [\text{XP} \ \text{SpecXP} \ X \ [\ldots} \quad \text{(criterial position)}

This raises the question of what happens when there are multiple phase heads, e.g. if Force and Topic are both present. We would have the following schematic structure:

\[(43) \ [\text{HP}_1 \ \text{SpecHP}_1 \ H_1 \ [\text{HP}_2 \ \text{SpecHP}_2 \ H_2 \ [\text{XP} \ \text{SpecXP} \ X \ [\ldots}}

According to the analysis being pursued here, H2 would trigger linearisation of XP. SpecXP would be the escape hatch. H1 would trigger linearisation of HP2. However, SpecHP2 is a criterial position. Consequently, no element can move to SpecHP2 as an intermediate landing site. Furthermore, movement from SpecXP would result in ordering contradictions, hence there can be no successive cyclic movement. This then derives topic island effects (see also [Lasnik & Saito 1992]).

\[(44) \ \text{a. } \text{You think that, this book, I’ll give to John.}

\text{b. } \text{‘Who do you think that, this book, I’ll give to?}

I conclude that there is successive cyclic movement through the C domain in the presence of a phase head (cf. [den Dikken 2009, Rackowski & Richards 2005]), which is more or less the standard assumption (Abels, 2012; Van Urk & Richards, 2015), but that successive cyclic movement takes place through an escape hatch position (i.e. SpecFinP) that is outside the phase edge proper.

4.3 *Anti-locality: towards an analysis*

We now return to the postulate that movement from SpecTP to SpecFinP is prohibited. This allowed us to straightforwardly capture the anti-*that*-trace effect exhibited by English short subject RCs. Since movement to SpecFinP from a position lower than SpecTP is perfectly acceptable (the anti-*that*-trace effect is not exhibited by anything other than short subject RCs), I suggested this prohibition is a manifestation of anti-locality.

This prohibition is consistent with a more general proposal of [Erlewine’s 2015], namely Spec-to-Spec Anti-Locality (see also [Brillman & Hirsch 2015]).
Spec-to-Spec Anti-Locality:

A-movement of a phrase from the Specifier of XP must cross a maximal projection other than XP.

Definition: crossing

Movement from position $\alpha$ to position $\beta$ crosses $\gamma$ if and only if $\gamma$ dominates $\alpha$ but does not dominate $\beta$.

However, this proposal is still quite stipulative. First, it differs from other more principled proposals concerning anti-locality (e.g., Abels 2003, 2012, Boeckx 2008, Bošković 1994, Frampton 1990, Grohmann 2000, Jeong 2007, Pancheva 2009, Saito & Murasugi 1999) and is essentially a geometric condition on syntactic operations. It also specifically relates to A-movement, but it is not clear why this should be.

An anti-locality proposal similar in spirit to the present one is made by Ishii (1999, 2004). Ishii proposes that, as a phase head, the C head that can be assigned an EPP feature. The wh-subject in SpecTP is in the minimal domain of C, and so is able to satisfy the EPP feature of C without moving to SpecCP. Consequently, such movement is ruled out by Economy. Since non-subjects are not in the minimal domain of C, they must move to satisfy C’s EPP feature. Now, by economically satisfying the EPP feature of C, a wh-subject does not move to the edge of CP. Consequently, when the CP phase is spelled out, the wh-subject that remains in SpecTP will be inaccessible to further operations. It will thus be unable to undergo successive cyclic movement and uninterpretable features on the phase heads of the matrix clause will go unvalued, causing the derivation to crash. Following Bošković (1997), Ishii (2004) proposes that when that is absent, the C layer is absent. Consequently, a Ø-clause is not a CP and hence not a phase. The wh-subject in SpecTP is thus accessible to operations in the matrix clause.

The present analysis is built on the same basic intuition as Ishii’s. However, Ishii’s analysis does not easily account for the anti-that-trace effect. If the C head that can satisfy its EPP feature and any other feature via an Agree relation with the subject in SpecTP, we would expect any movement of the wh-subject into the C domain to be uneconomical and hence ruled out. Indeed, this is precisely Ishii’s account of the Vacuous Movement Hypothesis. Short subject RCs thus pose a problem because it seems that, in such cases, subjects must move into the C domain. Why would Agree not be enough in short subject RCs? Some authors do suggest that there is no movement in short subject RCs (e.g. Doherty 1993, 2000), but this means that that in short subject RCs is not only different from complementiser that (which would leave unexplained the similar behaviour with respect to preposed material), but also different from that in all other that-RCs. Furthermore, Ishii’s analysis relies on Agree underlying all movement, even intermediate movement steps. This is arguably not conceptually desirable (see Bošković 2007).

I will sketch an attempt to motivate at least some instances of Spec-to-Spec anti-local movement, though my proposal will remain tentative. In essence, I will adapt recent ideas on labelling from Chomsky (2013, 2014) and suggest that the ban on movement from SpecTP to SpecFinP might be a kind of derived Comp-to-Spec anti-
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Chomsky (2013, 2014), building on and adapting an intuition of Moro’s (2000), raises the issue of how to label a structure formed by merging two non-minimal projections {XP YP}. In the case of a subject in SpecTP, the question is how to label {DP TP}. Chomsky proposes that the label comes from the features shared by both DP and TP, namely φ-features, i.e. \{φ {DP φ TP φ} \}. For Chomsky, labelling occurs at spellout, i.e. there is a separation of the principles of labelling/projection from the principles of structure building. But suppose we adopt Chomsky’s idea about labelling without making such a separation, as has been previously assumed (Chomsky 1995). Fin would merge with {φ {DP TP}}. Now, suppose that the subject DP moves to SpecFinP or, in other words, that the subject DP internally merges with Fin. Since the φ label of Fin’s complement and the subject’s φ-features are identical, it will appear that Fin has merged with the same φ(-bearing) element twice.

\[
\textit{FinP DP }\phi, \textit{DP }\phi, \textit{TP T} \]

It thus appears that Fin’s complement has moved to its specifier, which can be ruled out as a case of ‘derived’ Comp-to-Spec anti-locality. As Abels (2003, 2012) argues, Comp-to-Spec anti-locality can be reduced to Economy. Merging a phrase twice with the same head is vacuous and hence violates Economy.

For this account to work, labelling must take place in the syntax. {DP TP} must be labelled φ before becoming the complement of Fin, otherwise moving the subject to SpecFinP could allow Fin’s complement to be labelled TP in accordance with Chomsky’s assumptions. I do not see labelling in the syntax as a problem, and it remains the standard assumption in the literature. Note that projection of shared features cannot result in freezing either, i.e. there is no Subject Criterion effect as a result of labelling {DP TP} as φ.

Thus far we have said nothing about the *wh*-subject’s *wh*-feature. If this and the subject’s φ features projected such that Fin’s complement is labelled φ,*wh*, as in (48), our suggestion above remains essentially unchanged.

\[
\textit{FinP DP }\phi, *\textit{wh}, \textit{DP }\phi, *\textit{wh}, \textit{TP T} \]

Fin appears to have merged with the same φ,*wh* element twice, in violation of Economy. However, this is problematic in a number of respects. First, there is the question of how Fin’s complement is semantically interpreted. Clauses labelled as *wh* have been argued to be interpreted as free relatives (see Donati & Cecchetto 2011, Donati 2006, Ott 2011), but this does not seem to be plausible in the present context. Second, it is not clear that T should have a *wh*-feature, so the *wh*-feature is not shared and hence should not project. Third, if Fin’s complement is labelled as φ,*wh*, we might expect extraction of the *wh*-subject to involve pied-piping of Fin’s complement. This does not seem to be well-motivated for English (though clausal pied-piping is used for *wh*-extraction of embedded subjects in other languages, e.g. Imbabura Quechua (Cole & Hermon 1981, Hermon 1984)).

These problems suggest that the *wh*-feature of the *wh*-subject does not project
with $\varphi$ (at least in English). However, if that is the case, we might expect this $\text{wh}$ feature to allow the system to recognise that the element in $\text{SpecFinP}$ is distinct from $\text{Fin}$’s complement, as in (49).

\[
(49) \quad [f_{\varphi DP \varphi}, wh, f_{\varphi \text{Fin}}, \varphi, wh, t_{\varphi \text{Fin}}, wh, T ]
\]

In other words, we might expect $\varphi, \text{wh}$ and $\varphi$ to be treated as distinct, but apparently they are not. One possibility is that, though distinct, they are not ‘distinct enough’ ($\varphi$ being a proper subset of $\varphi, \text{wh}$). This is reminiscent of issues arising in feature-based approaches to Relativized Minimality (Rizzi 2004, 2013, Starke 2001) and in some accounts of transparency effects in phonology (Calabrese 2005, Nevins 2010). Perhaps inter-speaker variation in the computation of (non-)distinctness is responsible for the differences in absolute judgements concerning \textit{that}-trace examples. I leave this suggestion for future research.

4.4 \textbf{Summary}

We have explored several implications of our analysis for phase theory as applied to more cartographic phrase structures. Our account suggests that Force is a phase head and that $\text{Fin}$ is not (except for the $\text{Fin}$ in $\emptyset$-RCs). $\text{SpecForceP}$ cannot serve as an intermediate landing site because the phase edge is reserved for criterial-type interpretations. The phase escape hatch is $\text{SpecFinP}$, lower than the phase head. This was derived from Fox & Pesetsky’s (2005) cyclic linearisation combined with the idea that a phase head triggers spellout of the phase head’s complement. We have thus completely separated the phase edge and the phase escape hatch, thereby providing a clear distinction between intermediate and final landing sites (for independent arguments that such a distinction is desirable, see Richards 2001 and Sheehan & Hinzen 2011). Finally, we tentatively derived the ban on movement from $\text{SpecTP}$ to $\text{SpecFinP}$ by suggesting that labelling creates a configuration virtually non-distinct from the one resulting in Comp-to-Spec anti-local movement, which is ruled out by Economy.

5 \textit{A view from acquisition}

In the last section, we discussed the implications of our analysis for the theory of phases and successive cyclicity within a more fine-grained approach to phrase structure. In this section, we will discuss the analysis in broader terms, namely in terms of how this analysis relates to the question of acquisition and the poverty of the stimulus.

The major contribution of this article has been to provide a unified analysis of the \textit{that}-trace and anti-\textit{that}-trace effects. The ability to account for both effects is already a major advantage of this analysis over the many other analyses of the \textit{that}-trace effect in the literature.

I believe this analysis also provides a significant step towards an account that is more plausible from an acquisition perspective. As should be clear, variation in the \textit{that}-trace and anti-\textit{that}-trace effects reduces to lexical variation, i.e. the effects are
what they are because *that* lexicalises Force and Ø lexicalises Fin. Appeals to lexical variation have been made in previous accounts of the *that*-trace effect (see Boeckx 2008, Lohndal 2009), but in these proposals Force and Fin can both be lexicalised by *that* in various circumstances. This complicates the learner’s task, and raises serious concerns about the type and availability of relevant evidence that would lead a learner to such a conclusion.

Our analysis avoids this complication and so arguably lessens the severity of the concerns relating to the type and availability of relevant evidence. Nevertheless, these concerns still exist and need to be addressed. Evidence suggests that sparseness of the data and poverty of the stimulus are serious problems for the acquisition of *that*-trace effects. As Phillips (2013) notes, the difference between *that* and Ø only makes a difference in one specific environment. The vast majority of a child’s input would suggest that there is no real difference. Furthermore, based on Pearl & Sprouse’s (2013a, 2013b) frequency counts of a corpus of over 11,000 child-directed *wh*-constructions, Phillips (2013: 143-144) notes that overt *that* is extremely rare in *wh*-interrogatives in the input (2 tokens out of 11, 308). Phillips points out that it is not only unclear how a learner would acquire the *that*-trace effect, but also how a learner would not conclude that overt *that* is prohibited in environments where it is deemed grammatical in the adult language.

If we maintain the idea that lexical variation is involved, the acquisition considerations strongly suggest that a learner is able to determine which complementisers lexicalise which C heads without having direct access to *that*-trace data. I believe the present analysis is a step in the right direction. Although exactly what allows a learner to determine that *that* lexicalises Force and Ø lexicalises Fin remains unclear, a tentative suggestion could be as follows.

In the present analysis, there is nothing in principle ruling out a situation of ‘mirror-English’, i.e. in mirror-English, *that* lexicalises Fin and Ø lexicalises Force. This system would exhibit a *that*-trace effect in short subject RCs and an anti-*that*-trace effect in long-distance subject *wh*-extraction (exactly the opposite of what we find in English). But suppose there is a learning bias, i.e. a Third Factor in the sense of Chomsky (2005), such that, when an alternation between an overt and a null form is noticed, the overt form is taken to indicate additional structure. The existence of Ø-clauses and *that*-clauses would thus be taken to indicate that *that*-clauses had an extra layer of structure relative to Ø-clauses. In the terms of Cardinaletti & Starke (1999), we could think of *that*-clauses as ‘strong’ clauses and Ø-clauses as ‘weak’ clauses, analogous to the distinction between strong and weak pronouns, for instance. This would yield the English system proposed here. Now consider the reverse. If *that*-clauses had less structure than Ø-clauses, the learner would have to posit suppression of the overt form as well as additional structure headed by another covert form. Intuitively, this process of abduction seems less motivated.

Another option, of course, is that the learner simply concludes that *that* and Ø are phonological variants of the same head (this is a widespread assumption in syntactic analyses). However, there is independent evidence for a learning bias against maintaining free variation in lexical learning, e.g. the mutual exclusivity bias/assumption (Barrett 1995, Clark 1995, Guasti 2002, Markman, Wasow &
Similarly, competition between minimally different grammars and ‘doublets’ of various sorts is disfavoured in diachrony (Fuß & Trips 2004, Kroch 1994).

To summarise, I believe the present analysis reduces the learner’s task during acquisition by its appeal to learning biases. General learning biases during acquisition combined with accessible data involving complementisers leads the learner to conclude that, in English, that lexicalises Force and Ø lexicalises Fin. This conclusion, combined with the general mechanisms of phases and successive cyclicity, then automatically yields the that-trace and anti-that-trace effects.

6 Conclusion

The major contribution of this paper lies in the development of a unified analysis of both the that-trace and anti-that-trace effects, a long-standing and recalcitrant problem in the literature. The analysis is based on highly general principles, thereby lending it real explanatory depth. This is firmly within the minimalist spirit of seeking explanations at deeper levels of abstraction than those at which the problem is stated.

The that-trace and anti-that-trace effects arise from anti-locality combined with a split CP analysis of the differences between clauses with and without that. This led to a new perspective of the mechanics of phases and successive cyclicity. Our analysis suggests that Force is a phase head whilst Fin is not (except in Ø-RCs), and that the escape hatch of a phase is actually lower than the phase head, which implies that the phase edge and phase escape hatch are completely distinct, contrary to standard assumptions.

Furthermore, the only thing that has to be learned during acquisition is that that lexicalises Force, whilst Ø lexicalises Fin. This is especially noteworthy given the poverty of the stimulus. This strongly suggests that the lexicalisation of the different C heads will determine what sorts of effects will arise in different languages. In this respect, it would be fruitful to extend this analysis to the Scandinavian languages, along the lines of Lohndal (2007, 2009). In addition, given that the generalisations were framed in terms of phase theory, it would be desirable to investigate anti-locality effects in other phasal domains.
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