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Using quantile regression and dynamic survival analysis to study the time course 
of the lexical processing of complex words 
 
This talk draws attention to two statistical methods that make it possible to assess 
whether the effect of predictors on a response variable vary within the distribution 
of that response.  Dynamic survival analysis is applicable to durational responses 
such as reaction times, fixation durations, and acoustic durations. Quantile 
regression can be applied to any kind of measurement, not only durations but also 
tongue positions or the amplitude of the brain's electrophysiological response to 
some stimulus.  
 
Schmidtke et al. (2017) used nonparametric survival analysis (Reinhold & 
Sheridan, 2014) to show that whole-word frequency effects emerge earlier in the 
distribution of reaction times in visual lexical decision and eye movement fixation 
durations compared to constituent frequency effects.  However, in the vast 
statistical literature on survival analysis, parametric methods are available (see 
Scheike and Martinussen, 2007) that enable the analyst to take into account the 
different causes of exit times: in lexical decision, an exit time can be due to a word 
or a non-word decision, and for fixation duration, a saccade can be initiated to 
either a position within the word or to a position elsewhere.  Dynamic survival 
analysis applied to auditory lexical decisions to English compounds revealed early 
effects of compound frequency and late effects of modifier frequency, replicating 
Schmidtke et al.  (2017). However, the competing risks setting of dynamic 
survival analysis enables a further analysis of the nonword responses to words.  
This analysis revealed that such error responses arise due to the intrusion of the 
modifier. 
 
Quantile regression (Koenker, 2005) is a regression technique that allows the 
analyst to move beyond predicting the mean.  How predictors work together can 
be scrutinized not only for the median, but also for deciles such as 0.1, or 0.9, or 
any other quantile of interest.  The qgam package (Fasiolo et al. 2017) integrates 
quantile regression with the generalized additive model, and thus makes it possible 
to study how nonlinear trends change across the distribution. Quantile gams 
applied to experimental data on morphological processing lead to the same 
conclusions as dynamic survival analysis.  Both argue against decompositional 
theories of morphology, and fit well with the discriminative perspective on lexical 
processing (Milin et al., 2017) as well as with Word and Paradigm morphology 
(Blevins, 2016). 
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